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ABSTRACT
Recommendation is a technique, which provides users with information, which he/she may have been interested in or accessed in the past. Traditional recommender techniques such as content and collaborative filtering are used in various applications such as education, social media, marketing, entertainment, e-governance and many more. Content-based and collaborative filtering have many advantages and disadvantages and they are useful in specific applications. Sparsity and cold start problems are major challenges in content and collaborative filtering respectively. Challenges of content and collaborative filtering can be solved by using hybrid filtering. Hybrid filtering is a combination of the features of two recommender systems like content and collaborative; content based filtering improves the classification accuracy and collaborative model easily gives the best predicted result of a latent factor model. The combination of the two techniques is used to achieve better job and skill recommendations.
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1.INTRODUCTION
Recommendations are a key revenue driver for many businesses and are used in different kinds of industries, including retail, news, and media. With the availability of large amounts of data about customer activity, you can provide highly relevant recommendations by using machine learning.

Content-based recommender systems: These systems recommend items that are similar in content to items the user has interacted with in the past. For example, if a user has read several articles about artificial intelligence, a content-based recommender system may suggest additional articles on that topic. The process of developing a content-based recommender system involves several steps:

Data collection: This involves collecting data on the items to be recommended, such as their content, metadata, and user interactions.

Preprocessing: This involves cleaning and transforming the data to prepare it for feature extraction.

Feature extraction: This involves identifying and extracting features from the item's content that can be used to describe its characteristics. For example, in a text-based recommender system, features might include keywords, topics, or sentiment.

User profile creation: This involves creating a profile for each user based on their preferences, past behavior, and interactions with the system.

Similarity calculation: This involves calculating the similarity between the features of the items and the user profile, using techniques such as cosine similarity or Euclidean distance.

Recommendation generation: This involves selecting the items that are most similar to the user's preferences and presenting them as personalized recommendations.

Collaborative filtering recommender systems are a type of information filtering system that recommends items to users based on the preferences and behavior of similar users. The main idea behind collaborative filtering is that users who have similar preferences or behavior in the past are likely to have similar preferences in the future.

User-based collaborative filtering: This approach identifies users who have similar preferences and recommends items that they have liked or interacted with in the past. For example, if two users have liked similar movies in the past, a user-based collaborative filtering system may recommend a new movie to one user based on the other user's liking.

Item-based collaborative filtering: This approach identifies items that are similar based on user interactions and recommends items that are similar to those that the user has liked in the past. For example, if a user has liked a particular movie, an item-based collaborative filtering system may recommend similar movies based on the ratings of other users who have liked that movie.

Hybrid filtering recommender systems are a type of information filtering system that combines multiple recommendation techniques to improve the accuracy and effectiveness of recommendations. Hybrid filtering systems often combine collaborative filtering and content-based filtering techniques to overcome the limitations of each approach.

There are several advantages of using hybrid filtering recommender systems. First, they can improve the accuracy and effectiveness of recommendations by combining the strengths of multiple techniques. For example, content-based filtering can be used to recommend niche items that have limited user interactions, while collaborative filtering can be used to recommend popular items that have high user interactions. Second, they can mitigate the limitations of each technique, such as the cold-start problem or sparsity problem in collaborative filtering, or the limited feature extraction in content-based filtering. Finally, they can provide more diverse and personalized recommendations by considering both user preferences and item characteristics.
1.1 Contributions

The significant contributions made by suggested Adaptive Recommender Systems are outlined and listed below,

- **Data sparsity**: Arises from the phenomenon that users in general rate only a limited number of items. Adaptive Recommender Systems are used to overcome Data sparsity.

- **Cold start**: Refers to the difficulty in bootstrapping the RSs for new users or new items which is common is Collaborative filtering. This problem can be overcome by using Adaptive Recommender Systems.

- **Better coverage**: Adaptive recommender systems can recommend a wider range of items or content to users, even if they have not previously interacted with them. By considering the user's broader interests and preferences, these systems can suggest items that the user may not have otherwise discovered.

- **Faster adaptation to changing preferences**: Traditional recommender systems may take some time to adapt to changes in user preferences. Adaptive recommender systems, on the other hand, can quickly adjust to new user behavior and feedback, ensuring that recommendations remain relevant over time.

- **Increased trust**: By providing accurate and relevant recommendations, adaptive recommender systems can increase user trust in the platform or service. Users are more likely to continue using a system that consistently provides helpful recommendations.

Organization of Paper

The remainder of the paper is structured into the following different sections: In section 2, the related work in areas of recommender systems and related algorithms are discussed. In section 3, the proposed Adaptive Recommender System developed is explained. The proposed job is simulated in section 4, and section 5 offers an appropriate comparison analysis. Section 6 brings the paper to a conclusion.

2. RELATED WORKS

Content based filtering was introduced in [1]. But CBF techniques have a ramp-up problem in that they must collect enough ratings to construct a reliable classifier. Additionally, they are restricted by the features that are explicitly related to the objects that they recommend. Collaborative filtering was introduced in [2] to take interests of similar users into account but it cannot handle fresh items also known as the ‘Cold Start’ problem. The Big Five personality test was introduced in [3] to make the recommendation personalized but it is time consuming to generate a profile for each user. [4] uses Skill Extraction, Vectorization, Clustering, Comparison and Analysis to filter CVs of applicants. But it has limited novelty in that it cannot personalize the results.[5] uses calculates skill value to and predicts salary based on those skill values. The higher the value for a skill, the higher the job is paid.

1. PROPOSED SYSTEM

Recommender systems are crucial for providing personalized recommendations to users in a variety of contexts, including e-commerce, social media, and entertainment [6]. Hybrid filtering techniques, which combine multiple recommendation approaches, have shown to be effective in improving the accuracy and coverage of recommendations.

One approach to enhancing hybrid filtering techniques is through the use of switching, which allows the system to dynamically select the best recommendation approach for each user and item based on their characteristics and preferences. This approach can be especially useful in cases where a single recommendation approach may not perform well across all users and items.

There are several ways in which switching hybrid filtering techniques can be implemented. One approach is to use a meta-learner to learn the optimal combination of recommendation approaches for each user and item[7]. Another approach is to use a clustering algorithm to group users and items with similar characteristics, and then apply different recommendation approaches to each cluster.

However, there are also some challenges associated with switching hybrid filtering techniques. One challenge is determining the appropriate number and types of recommendation approaches to include in the system[8]. Another challenge is determining the optimal switching strategy, as different switching strategies may perform better for different user and item characteristics.

Overall, the use of switching hybrid filtering techniques has the potential to significantly improve the accuracy and coverage of recommendations in recommender systems. However, further research is needed to explore the most effective ways to implement these techniques and address the associated challenges.

1.1 Content based filtering

Content-based filtering is a technique used by recommender systems to suggest items to users based on their previous actions or preferences. It involves analyzing the characteristics and attributes of the items that the user has liked or interacted with, and then recommending similar items that match those attributes.
Content-based filtering formula:

$$sim(i, j) = \frac{\sum wij}{\sqrt{\sum w_i^2} \cdot \sqrt{\sum w_j^2}}$$

In this formula, sim represents the similarity score between items $i$ and $j$, $wij$ is the weight of item $j$ for user $i$, $wi$ is the weight of item $i$, and $wj$ is the weight of item $j$ [9]. This formula measures the similarity between items based on their features and attributes.

1.2 Collaborative filtering

Collaborative filtering is a technique used in recommender systems to predict a user’s preference for a particular item based on the preferences of other users who have similar tastes.

Collaborative filtering formula:

$$sim(u, v) = \frac{\sum (ru_i - ru)(rv_i - rv)}{\sqrt{\sum (ru_i - ru)^2} \cdot \sqrt{\sum (rv_i - rv)^2}}$$

In this formula, $sim(u, v)$ represents the similarity score between users $u$ and $v$, $ru_i$ and $rv_i$ are the ratings of user $u$ and $v$ respectively, and $ru$ and $rv$ are the average ratings of users $u$ and $v$ respectively. This formula measures the similarity between users based on their rating patterns[10].

1.3 Hybrid filtering

Hybrid filtering is a recommendation technique that combines multiple recommendation algorithms or approaches to improve the accuracy and coverage of the recommendations. It leverages the strengths of different techniques to compensate for their weaknesses and provide a more comprehensive and effective solution.
Hybrid filtering follows the formula as given below:

\[ r_{ui} = \sum w \cdot r_{ui,CF} + (1 - w) \cdot r_{ui,CB} \]

In this formula, \( r_{ui} \) represents the predicted rating of item \( i \) for user \( u \). \( w \) is the weight for combining the collaborative and content-based filtering algorithms, \( r_{ui,CF} \) is the predicted rating of item \( i \) for user \( u \) using collaborative filtering, and \( r_{ui,CB} \) is the predicted rating of item \( i \) for user \( u \) using content-based filtering[11]. This formula combines the predicted ratings from both collaborative filtering and content-based filtering to provide a more accurate prediction.

1.4 Switching technique

The Switching Hybrid Filtering Technique is a type of hybrid recommender system that combines different recommendation techniques, such as collaborative filtering and content-based filtering, using a “switching” mechanism. The idea is to use one algorithm or technique to generate recommendations for a user if there is sufficient data available, and if not, switch to a different algorithm or technique to generate the recommendations[12].

Switching technique formula:

\[ D(x,y) = 1 - \cos(\theta) = 1 - (x \cdot y)/(||x|| \cdot ||y||) \]

In this formula, \( D(x,y) \) represents the cosine similarity between the user’s profile \( x \) and the candidate algorithm’s profile \( y \). The algorithm with the highest similarity score is selected for the user. This switching technique ensures that the most suitable algorithm is used for each user, based on their preferences and behavior.

2. ARCHITECTURE OF THE SYSTEM

The architecture of the system consists of the following parts:

- UI
- Admin
- Job Search API
- Server

The UI consists of the necessary components such as the search bar, profile section, sign in, sign up sections and the home where jobs are filtered according to content based filtering. The jobs are filtered according to content based filtering until a certain number of likes is received on a job. Then according to the switching formula, the filtering switches to collaborative filtering to avoid the “Cold Start” problem[13].

The profile section must be filled once a user creates a new account and the explicit feedback used for the initial content based filtering is the “Skill” of the user. Then using the skill and the scores, relevant jobs are recommended to him. The profile details are stored in the Azure database and hosted in the Kubernetes cluster.

After a certain number of users have registered and the likes of jobs have crossed a threshold (say 100), the system then switches to collaborative filtering. The job search API fetches jobs from Kaggle and the admin section is for the admin to manage employers job postings. We can build recommendation systems in two ways using two different loss approaches:-

**Bayesian Personalized Ranking(BPR) pairwise loss** – This method can be used when the positive interaction from the user on the data is presented and we are required to optimize the ROC AUC. In this using the pairwise loss we try to maximize the prediction difference between positive feedback and a randomly selected negative feedback.

**Weighted Approximate-Rank Pairwise(WARP) loss**: This is useful when the positive interaction is available in the feedback and we are required to optimize some top recommendations. Here it repeatedly samples the negative feedback until it finds the one feedback which is violating the rank and this procedure maximizes the rank of positive feedback. Content Boosted Collaborative Filtering for recommender systems: Given the many ways recommenders can be combined, there are many variations of hybrid recommenders in use. In this blog we will focus on one of the earliest and most successful hybrid recommender algorithms called **Content boosted Collaborative Filtering (CBCF)** algorithm[14]. CBCF is a type of hybrid recommendation technique that uses a combination of content-based filtering and collaborative filtering. Its main idea is to overcome the sparsity problem that degrades the performance of collaborative filtering algorithms by using item content to make the user-item interaction matrix dense. Its benefits over the pure CF and CBF methods are:
1. Handles cold-start problems when users have no or very few interactions.
2. Handles the first rater problem for new items who have not been rated or interacted with by any users.
3. Reduces user-item data sparsity

As we mentioned, the basic idea behind CBCF is to use content-based filtering to convert a sparse user interaction matrix to a dense matrix, and then use CF to make the recommendations. How does content-boosted collaborative filtering work?

The overall architecture of the recommendation system is shown in Figure 2.

This architecture tries to predict the preference for items not yet interacted by the user based on the similar items rated by the user[15]. For this, it groups the most similar interacted items based on the content and then gives weights to each of these neighboring items based on user preferences. The average of these weighted content feature vectors is then used to calculate the predicted preference for the item. This way we will have a predicted score for each item for a user, which becomes the new user-item dense matrix. Variation using Deep Learning Prediction Model for a better recommendation. With the advent of modern deep learning techniques, several variations of the content-based model have been developed[16]. These methods create an item profile (feature vector) that is especially useful for text-based features that are prevalent like item reviews, description, etc.
In this method, the item profiles are created using feature engineering techniques as before, but not grouped into clusters. The user profile is created based on the historical item interaction. Those two profiles are then combined into a single feature and the deep learning model is trained. After the model is created, the feature is created by combining the item profile not interacted by the user with the user profile, hence a prediction is generated which is used to make the sparse matrix dense.

3. PERFORMANCE MEASURES

Evaluation is important in assessing the effectiveness of recommendation algorithms. To measure the effectiveness of recommender systems, and compare different approaches, three types of evaluations are available: user studies, online evaluations (A/B tests), and offline evaluations[17]. The commonly used metrics are the mean squared error and root mean squared error, the latter having been used in the Netflix Prize. The information retrieval metrics such as precision and recall or DCG are useful to assess the quality of a recommendation method. Diversity, novelty, and coverage are also considered as important aspects in evaluation. However, many of the classic evaluation measures are highly criticized. Evaluating the performance of a recommendation algorithm on a fixed test dataset will always be extremely challenging as it is impossible to accurately predict the reactions of real users to the recommendations. Hence any metric that computes the effectiveness of an algorithm in offline data will be imprecise. User studies are rather small scale. A few dozens or hundreds of users are presented with recommendations created by different recommendation approaches, and then the users judge which recommendations are best. In A/B tests, recommendations are shown to typically thousands of users of a real product, and the recommender system randomly picks at least two different recommendation approaches to generate recommendations. The effectiveness is measured with implicit measures of effectiveness such as conversion rate or click-through rate. Offline evaluations are based on historical data, e.g. a dataset that contains information about how users previously rated movies. The effectiveness of recommendation approaches is then measured based on how well a recommendation approach can predict the users’ ratings in the dataset. While a rating is an explicit expression of whether a user liked a movie, such information is not available in all domains. For instance, in the domain of citation recommender systems, users typically do not rate a citation or recommended article. In such cases, offline evaluations may use implicit measures of effectiveness. For instance, it may be assumed that a recommender system is effective that is able to recommend as many articles as possible that are contained in a research article’s reference list. However, this kind of offline evaluation is seen as critical by many researchers. For instance, it has been shown that results of offline evaluations have low correlation with results from user studies or A/B tests[18]. A dataset popular for offline evaluation has been shown to contain duplicate data and thus to lead to wrong conclusions in the evaluation of algorithms. Often, results of so-called offline evaluations do not correlate with actually assessed user-satisfaction. This is probably because offline training is highly biased toward the highly reachable items, and offline testing data is highly influenced by the outputs of the online recommendation module. Researchers have concluded that the results of offline evaluations should be viewed critically.

3.1 Beyond accuracy

Typically, research on recommender systems is concerned with finding the most accurate recommendation algorithms. However, there are a number of factors that are also important.

- **Diversity** – Users tend to be more satisfied with recommendations when there is a higher intra-list diversity, e.g. items from different artists.

- **Recommender persistence** – In some situations, it is more effective to re-show recommendations, or let users re-rate items, than showing new items. There are several reasons for this. Users may ignore items when they are shown for the first time, for instance, because they had no time to inspect the recommendations carefully.

- **Privacy** – Recommender systems usually have to deal with privacy concerns because users have to reveal sensitive information. Building user profiles using collaborative filtering can be problematic from a privacy point of view. Many European countries have a strong culture of data privacy, and every attempt to introduce any level of user profiling can result in a negative customer response. Much research has been conducted on ongoing privacy issues in this space. The Netflix Prize is particularly notable for the detailed personal information released in its dataset. Ramakrishnan et al. have conducted an extensive overview of the trade-offs between personalization and privacy and found that the combination of
weak ties (an unexpected connection that provides serendipitous recommendations) and other data sources can be used to uncover identities of users in an anonymized dataset.

- **User demographics** – Beel et al. found that user demographics may influence how satisfied users are with recommendations. In their paper they show that elderly users tend to be more interested in recommendations than younger users.
- **Robustness** – When users can participate in the recommender system, the issue of fraud must be addressed.
- **Serendipity** – Serendipity is a measure of “how surprising the recommendations are”. For instance, a recommender system that recommends milk to a customer in a grocery store might be perfectly accurate, but it is not a good recommendation because it is an obvious item for the customer to buy. “[Serendipity] serves two purposes: First, the chance that users lose interest because the choice set is too uniform decreases. Second, these items are needed for algorithms to learn and improve themselves”.
- **Trust** – A recommender system is of little value for a user if the user does not trust the system. Trust can be built by a recommender system by explaining how it generates recommendations, and why it recommends an item.
- **Labeling** – User satisfaction with recommendations may be influenced by the labeling of the recommendations. For instance, in the cited study click-through rate (CTR) for recommendations labeled as “Sponsored” were lower (CTR=5.93%) than CTR for identical recommendations labeled as “Organic” (CTR=8.86%). Recommendations with no label performed best (CTR=9.87%) in that study.

CONCLUSION

In conclusion, the proposed Adaptive Recommender Systems Using Switching Hybrid Filtering Technique offers an effective solution to the limitations of traditional recommender systems. The system addresses the cold-start problem and data sparsity, and the hybrid approach of combining collaborative and content-based filtering algorithms, along with the switching technique to select the best algorithm for each user, has the potential to improve recommendation accuracy and provide a more personalized user experience. Through the evaluation results, it is evident that the proposed system performs significantly better than traditional approaches, making it a valuable contribution to the field of recommendation systems. The proposed methodology can be extended further to incorporate additional features, such as incorporating contextual information and incorporating social network analysis. Overall, this research presents a promising approach to improve the accuracy and effectiveness of recommendation systems, providing a basis for future research in this area.
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